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the computation of maximum likelihood difference
scaling (MLDS).

Classical Test Theory (CTT)

The package psychometric contains functions use-
ful for correlation theory, meta-analysis (validity-
generalization), reliability, item analysis, inter-rater
reliability, and classical utility. Cronbach alpha,
kappa coefficients, and intra-class correlation coeffi-
cients (ICC) can be found in the psy package.

A number of routines for scale construction and
reliability analysis useful for personality and exper-
imental psychology are contained in the packages
psych and MiscPsycho. Additional measures for re-
liability and concordance can be computed with the
concord package.

Other related packages

Latent class analysis can be performed using the
function lca() from package e1071. Further pack-
ages are mmlcr and poLCA. They compute mixed-
mode latent class regression and polytomous vari-
able latent class analysis, respectively.

The cfa package allows for the computation of
simple, more-sample, and stepwise configural fre-
quency analysis (CFA).

Coefficients for interrater reliability and agree-
ments can be computed with the irr package. Psy-
chophysical data can be analyzed with the psyphy
package. Bradley-Terry models for paired compar-
isons are implemented in the package BradleyTerry
and in eba. The latter allowes also for the compu-
tation of elimination-by-aspects models. Confidence
intervals for standardized effect sizes can be found
in MBESS.
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meta: An R Package for Meta-Analysis
by G. Schwarzer

Introduction

The statistical method of meta-analysis can be used
to combine two or more individual study results.
More specificly, an overall effect is estimated by cal-
culating a weighted average of estimates in individ-
ual studies. Various methods of meta-analysis exist
that differ mainly in the weighting scheme utilised.
Meta-analysis provides a statistical method to evalu-
ate the direction and size of the effect as well as the
question whether the effect is consistent across dif-
ferent studies.

The package meta is a comprehensive set of func-
tions for meta-analysis. Initially, the package was
intended to provide statistical methods for meta-
analysis available in Review Manager, Version 4
(RevMan 4), the Cochrane Collaboration’s program
for preparing and maintaining Cochrane reviews
(see http://www.cc-ims.net/RevMan/). The statisti-
cal capabilities of RevMan 4 have been extended over
time.

The package provides methods for meta-analysis
of studies comparing two groups with either bi-
nary or continuous outcome (function metabin()

and metacont(), respectively). Furthermore, the
package can be used in a more general way by us-
ing the function metagen(), e.g., to combine hazard
ratios for survival outcomes.

Statistical methods for fixed effect and random
effects models (Fleiss, 1993) are available as well as
functions to draw the most commonly used graph-
ical displays (forest plots, funnel plots, and radial
plots). Various statistical tests for funnel plot asym-
metry, which is often taken as an indication of publi-
cation bias, are implemented. Some additional func-
tions are available which will not be described in de-
tail in this article, e.g. the function trimfill() for
the trim-and-fill method, which can be used to cor-
rect for funnel plot asymmetry (Duval and Tweedie,
2000), and the function read.mtv() to read data anal-
ysis files exported from RevMan 4.

Another package for meta-analysis exists, called
rmeta, which also provides functions for fixed ef-
fect and random effects models. As compared to
the package meta, functions implementing statistical
methods for funnel plot asymmetry, specific meth-
ods for continuous outcomes, the Peto method for
pooling as well as the additional functions men-
tioned in the last paragraph are not available in the
package rmeta.
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Meta-analysis of binary outcomes

The function metabin() provides methods for the
meta-analysis of studies comparing two groups with
binary outcomes. Output from metabin() is an ob-
ject with classes "metabin" and "meta".

The summary measure to compare the two
groups (parameter sm) can be

• the relative risk (RR, default):
pE
pC

• the odds ratio (OR):
pE/(1− pE)
pC/(1− pC)

• the risk difference (RD): pE − pC

• the arcsine difference (AS):
arcsin(√pE)− arcsin(√pC)

with pE and pC denoting the event probabilities for
experimental and control group, respectively.

At a minimum, the number of events (event.e,
event.c) and the sample size in both groups (n.e,
n.c) are needed as input to metabin(). Further pa-
rameters could be set, e.g., the type of fixed effect
method to be utilised (parameter method):

• Inverse variance method, available for all effect
measures (Fleiss, 1993),

• Mantel-Haenszel method, available for RR,
OR, and RD (Greenland and Robins, 1985;
Robins et al., 1986),

• Peto method, only available for OR (Yusuf
et al., 1985).

In any case, results of a random effects meta-analysis
based on the inverse variance method and a method
of moments estimator for the between-study vari-
ance are also calculated (DerSimonian and Laird,
1986).

Zero cell frequencies

Several parameters of metabin() are concerned with
the handling of studies with zero cell frequencies.

The estimated event probability p̂E or p̂C is zero
if either the number of events in the experimental
or control group is zero; accordingly, the estimated
odds ratio and risk ratio are either 0 or infinite. If
both event numbers are zero, odds ratio and relative
risk are undefined (see below). Furthermore, vari-
ance estimates of log odds ratio and log relative risk
are infinite due to division by zero. For the risk dif-
ference, the estimated effect is always finite, but the
variance estimate can be zero. Thus, an adjustment
for zero cell frequencies is necessary for odds ratio,
relative risk, and risk difference. On the other hand,
no adjustment for zero cell frequencies is necessary
for the arcsine difference as summary measure.

It is common practice to add a small constant,
typically 0.5, to each cell count in the case of zero cell
frequencies (Gart and Zweifel, 1967; Pettigrew et al.,
1986); a different value for this increment can be cho-
sen (parameter incr). This modification can be used
in general, but it is typically only applied if any of
the cell counts is zero.

Three meta-analytic strategies are implemented
in metabin() to adjust for zero cell frequencies:

• add 0.5 only to cell counts of two-by-two tables
with zero cell counts (default),

• add 0.5 to all two-by-two tables in the case of
zero cell counts in one or more studies (param-
eter allincr=TRUE),

• add 0.5 to all two-by-two tables (parameter
addincr=TRUE).

To calculate the Mantel-Haenszel and the Peto
estimate, there is no need to adjust for zero cell
frequencies. However, an adjustment is utilised
for the Mantel-Haenszel method in commonly used
software for meta-analysis like RevMan 4 or the
Stata procedure metan (http://www.stata.com/).
Accordingly, an adjustment is also used by de-
fault for the Mantel-Haenszel method in metabin();
the exact Mantel-Haenszel estimate without adjust-
ment can be calculated by setting the parameter
MH.exact=TRUE.

For odds ratio and relative risk, studies with zero
events in both groups are typically excluded from
the meta-analysis, which is the default behaviour in
metabin(). However, it is possible to include these
studies in the meta-analysis by setting the parameter
allstudies=TRUE.

Example: aspirin in myocardial infarction

A dataset of seven randomised controlled trials of the
effectiveness of aspirin versus placebo in preventing
death after myocardial infarction (Fleiss, 1993) is in-
cluded in the package meta.

The result of conducting a meta-analysis of these
trials using the odds ratio as measure of treatment
effect is given in Figure 1. The assignment

> m1 <- metabin(...)

results in an object of classes "metabin" and "meta".
Accordingly, the command

> m1

utilises the generic function print.meta() to print
individual results of the seven trials as well as sum-
maries for the fixed effect and random effects model.
The columns %W(fixed) and %W(random) give the
percentage weights of individual trials in the fixed
effect and random effects model, respectively.
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> data("Fleiss93")

> m1 <- metabin(event.e, n.e, event.c, n.c,

+ data=Fleiss93, studlab=paste(study, year),

+ sm="OR")

> m1

OR 95%-CI %W(fixed) %W(random)

MRC-1 1974 0.7197 [0.4890; 1.0593] 3.18 8.21

CDP 1976 0.6808 [0.4574; 1.0132] 3.10 7.85

MRC-2 1979 0.8029 [0.6065; 1.0629] 5.68 13.23

GASP 1979 0.8007 [0.4863; 1.3186] 1.80 5.36

PARIS 1980 0.7981 [0.5526; 1.1529] 3.22 8.89

AMIS 1980 1.1327 [0.9347; 1.3728] 10.15 20.70

ISIS-2 1988 0.8950 [0.8294; 0.9657] 72.88 35.77

Number of trials combined: 7

OR 95%-CI z p.value

Fixed effects model 0.8969 [0.8405; 0.9570] -3.2876 0.001

Random effects model 0.8763 [0.7743; 0.9917] -2.0918 0.0365

Quantifying heterogeneity:

tau^2 = 0.0096; H = 1.29 [1; 1.99]; I^2 = 39.7% [0%; 74.6%]

Test of heterogeneity:

Q d.f. p.value

9.95 6 0.1269

Method: Mantel-Haenszel method

Figure 1: Meta-analysis with binary outcome – myocardial infarction trials (Fleiss, 1993); output of function
metabin().

Summary and forest plot

The command

> summary(m1)

results in the same output as given in Figure 1
but omitting results for individual studies; actu-
ally, the function summary.meta() is called inside
print.meta(). The function summary.meta() re-
sults in an object of class "summary.meta" with cor-
responding function print.summary.meta().

An object of class "summary.meta" contains infor-
mation on several summary statistics. For example,
the command

> summary(m1)$fixed

gives a list of elements with results for the fixed effect
meta-analysis.

The function summary.meta() can also be used to
conduct a sub-group analysis. For example, the fol-
lowing command results in a sub-group analysis of
the myocardial infarction trials based on the year of
publication:

> summary(m1, byvar=Fleiss93$year<1980,
+ bylab="year<1980")

The result of a meta-analysis can be shown graph-
ically by using the function plot.meta(). Figure 2
was generated by the command

> plot(m1, comb.f=TRUE, comb.r=TRUE)

MRC−1 1974

CDP 1976

MRC−2 1979

GASP 1979

PARIS 1980

AMIS 1980

ISIS−2 1988

Fixed effect model

Random effects model

0.6 0.8 1.0 1.2 1.4
Odds Ratio

Figure 2: Forest plot of the myocardial infarction tri-
als (Fleiss, 1993); output of function plot.meta().

This type of figure is usually called a forest plot.
For individual trials, the estimated odds ratio with
95% confidence interval is plotted. Fixed effect and
random effects estimate and 95% confidence interval
are depicted by the diamonds.
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Meta-analysis of continuous out-
comes

The function metacont() provides methods for the
meta-analysis of continuous outcomes; an object of
classes "metacont" and "meta" is generated. The fol-
lowing summary measures (parameter sm) are avail-
able:

• weighted mean difference (WMD, default):
x̄E − x̄C

• standardised mean difference (SMD):
x̄E − x̄C

SD

with x̄E and x̄C denoting the mean values in the two
groups and SD denoting the average standard devia-
tion. Hedges’ adjusted g (Cooper and Hedges, 1994)
is utilised for the standardised mean difference.

At a minimum, sample sizes (n.e, n.c), mean val-
ues (mean.e, mean.c), and standard deviations (sd.e,
sd.c) are needed as input to metacont(). Both fixed
effect and random effects summary estimates are cal-
culated based on the inverse variance method (Fleiss,
1993).

The generic functions print(), summary(), and
plot() described in the last section are also available
for meta-analyses with continuous outcomes.

Meta-analysis based on generic in-
verse variance method

The function metagen() provides methods for the
meta-analysis of any outcome. At a minimum, the
estimated effect (TE) and its standard error (seTE)
are needed as input to metagen(). Both fixed ef-
fect and random effects summary estimates are cal-
culated based on the inverse variance method (Fleiss,
1993).

For example, the function metagen() can be
utilised to summarise

• adjusted estimates (e.g. from logistic regres-
sion),

• log hazard ratios for survival outcomes (Par-
mar et al., 1998),

• estimates from cross-over trials (Curtin et al.,
2002),

• estimates from both direct and indirect com-
parisons (Bucher et al., 1997).

The generic functions print(), summary(), and
plot() described in the section on meta-analyses of
binary outcomes can be utilised for objects generated
by metagen().

Statistical methods to detect small-
study effects

In meta-analyses it sometimes happens that smaller
studies show different, often larger, treatment ef-
fects. One possible reason for such “small study ef-
fects” is publication bias. This is said to occur when
the chance of a smaller study being published is in-
creased if it shows a stronger effect. If this occurs, it
in turn biases the result of the meta-analysis. A com-
prehensive review of these issues is given in Roth-
stein et al. (2005).

Funnel plot

A natural way of visualising the evidence for pos-
sible small study effects/publication bias is the fun-
nel plot (Light and Pillemer, 1984), which plots each
study’s treatment effect (x-axis) against a measure of
its variability (y-axis); usually this is the standard er-
ror, although other options are preferable in different
situations (Sterne and Egger, 2001). The funnel plot
gives an idea of whether there is any dependence of
treatment effect on precision.

In principal, at least two sources of asymmetry in
funnel plots exist. Publication bias, the first of them,
is well known. The second reason is heterogeneity,
for example, smaller studies may select patients who
are more likely to benefit from the intervention. Ef-
fects like these have been referred to as “small study
effects” (Sterne et al., 2000).

A funnel plot of the myocardial infarction trials
generated by the command

> funnel(m1, level=0.95)

is plotted in Figure 3. In this figure, a gap in the lower
right part is somewhat suggestive of asymmetry in
the funnel plot.
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Figure 3: Funnel plot of the myocardial infarction
trials (Fleiss, 1993); output of function funnel().
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Tests for funnel plot asymmetry

A number of tests for small study effects/publication
bias have been developed and are available in the
function metabias(). Output of this command is
an object of class "htest" which utilises the default
print() function available with basic R.

Tests for small study effects/publication bias fall
into two classes:

• non-parametric tests using rank-correlation
methods, going back to Begg and Mazumdar
(1994),

• regression tests, represented by the so-called
Egger test (Egger et al., 1997).

The tests assume that under the null hypothesis of
no “publication bias” among studies included in a
meta-analysis, there is no association between treat-
ment effect and precision.

While this assumption is plausible when the out-
come is quantitative, as assuming normality the sam-
ple mean is statistically independent of the sample
variance, it is not generally true for binary data.
Specifically, suppose the outcome is binary and the
effect is summarised by the log relative risk (logRR)
or log odds ratio (logOR). The variance estimators of
both the logRR and logOR are statistically dependent
on the estimated logRR and logOR. Even in the ab-
sence of small study effects, this dependence induces
asymmetry in the funnel plot (Macaskill et al., 2001;
Schwarzer et al., 2002).

This observation has motivated recent proposals
to modify existing tests for binary outcomes (Har-
bord et al., 2006; Peters et al., 2006; Schwarzer et al.,
2007; Rücker et al., 2007). These tests are available in
the function metabias() (parameter method).

In Figure 4, results for two different tests on fun-
nel plot asymmetry (Begg and Mazumdar, 1994; Har-
bord et al., 2006) are given for the meta-analysis of
the myocardial infarction trials. Both tests are non-
significant (p-value ≥ 0.1); thus, there is no clear in-
dication of funnel plot asymmetry.

Summary

The package meta is a comprehensive set of func-
tions for meta-analysis and provides functions for
the most commonly used outcomes, i.e., metabin()
for binary and metacont() for continuous outcomes.
Furthermore, the package can be used in a more gen-
eral way by using the function metagen(). Generic
functions to print and plot the results of a meta-
analysis and to conduct sub-group analyses are
available. Various statistical tests for funnel plot
asymmetry which is often taken as an indication of
publication bias are implemented.
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