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Abstract Ordered alternatives are an important statistical problem in many situations such as increased risk of congenital malformation caused by excessive alcohol consumption during pregnancy, life test experiments, drug-screening studies, dose-finding studies, the dose-response studies, age-related response. There are numerous other examples of this nature. In this paper, we present the npordtests package to test the equality of locations for ordered alternatives. The package includes the Jonckheere-Terpstra, Beier and Buning’s Adaptive, Modified Jonckheere-Terpstra, Terpstra-Magel, Ferdhiana-Terpstra-Magel, KTP, S and Gaur’s Gc tests. A simulation study is conducted to determine which test is the most appropriate test for which scenario and to suggest it to the researchers.

Introduction

Ordered alternative tests are employed to evaluate if a quantitative feature is linked to an ordinal trait, as in the association between ammonia levels and the severity of hepatic encephalopathy (Ong et al., 2003), the association of abnormal MRI findings with bone-marrow-related disease (Bredella et al., 2006), and the association between single nucleotide polymorphisms in human genes and quantitative phenotypes (Hoffmeyer et al., 2000; Cheng et al., 2005; Kawaguchi et al., 2012; Uchiyama et al., 2012; Tan et al., 2014; Yorifuji et al., 2018).

There are parametric and nonparametric methods to test ordered alternatives. Nevertheless, the statistical validity of parametric methods depends upon distributional assumptions, such as normality or equality of variances. However, nonparametric tests do not necessitate assumptions about the distribution of the data and are robust to outliers and influential values (Lin et al., 2017b).

Several nonparametric tests were developed to test the equality of locations against ordered alternatives. These tests can be grouped under three headings such as linear combination of two sample statistics, linear rank statistics, and statistics based on k-tuplet.

The tests proposed by Terpstra (1952), Jonckheere (1954), Puri (1965), Govindarajulu and Haller (1971), Tryon and Hettmansperger (1973), Cuzick (1985), Le (1988), Neuhäuser et al. (1998), Gaur (2014), Shan et al. (2014), Gaur (2017) are based on a linear combination of two sample statistics with pairs of samples of \( k(k-1)/2 \). The problem of testing homogeneity against ordered alternatives was considered for the first time by Terpstra (1952) and Jonckheere (1954). They suggested the nonparametric test (JT) based on a sum of \( k(k-1)/2 \) Mann-Whitney (MW) statistics for the ordered alternatives.

Linear rank statistics consist of a combination of the rank scores obtained from the combined data and the regression constants. These statistics were originally named as the Left Skewed (LS) and Right Skewed (RS) scores as proposed by Hogg et al. (1975). Gastwirth (1965), Bunin and Kossler (1996), and Beier and Buning (1997) proposed Short-Tailed (ST), Long-Tailed (LT), and Wilcoxon (WS) scores, respectively. Beier and Buning (1997) proposed a nonparametric Adaptive Test (AT) for the choice of suitable scores based on the underlying distribution.

The k-tuplet tests are based on the information simultaneously obtained across all samples. These tests are determined by adding \( N^* = n_1 \times n_2 \times \ldots \times n_k \) functions. That is, k-tuplet includes one observation from each group. Terpstra and Magel (2003) proposed a test k-tuplet statistic (TM), which is based on the indicator function. Ferdhiana et al. (2008) proposed a test statistic (FTM), which can be viewed as a generalization of the TM test. The FTM test uses Kendall correlation coefficient based on the following data: \((1, X_{i1}), (2, X_{i2}), \ldots, (k, X_{ik})\), where \( X_{ij} = 1, 2, \ldots, k \), \( j = 1, 2, \ldots, n_i \) is the sample data. Here, \( k \) is the number of groups and \( n_i \) denotes the number of observations in the \( i \)th group. Similarly, Terpstra et al. (2011) proposed KTP test, which uses Spearman correlation coefficient instead of Kendall correlation coefficient.

JT is the classical and the most common ordered test. It is included in some packages such as clinfun (Venkatraman, 2018), jGWAS (Lin et al., 2017a), fastJT (Lin et al., 2017b), kSamples (Scholz and Zhu, 2018), StatCharrms (Swintek et al., 2018), PMCMRplus (Pohlert, 2018). However, the other ordered alternative tests considered in this study are not included in any CRAN package other than npordtests.

However, there may be more efficient tests than JT for different data scenarios; nonetheless, a
perusal of literature does not yield a comprehensive simulation study in which ordered alternative tests are compared for various scenarios. The nonparametric ordered alternative tests have recently been adapted for such big data structures as gene data and machine learning (Lin et al., 2017b), which clearly indicates the significance such a simulation study has.

Our study contributes significantly to the related literature in two ways: 1) This study includes most of the ordered alternative tests in the literature, introduced as an R package, npordtests (Altunkaynak and Gamgam, 2019) including the JT, Modified JT, LS, RS, ST, LT, WS, AT, TM, FTM, KTP, S, and Gaur’s Gc tests, and presents open source codes. The npordtests package is publicly available on the CRAN. 2) This study presents a comprehensive simulation study that compares ordered alternative tests in terms of power, which helps researchers choose the most appropriate test for a given scenario.

The organization of this paper is presented as follows. After the introduction, firstly, we give the theoretical information about the nonparametric tests for ordered alternatives included in this study. Secondly, we introduce the npordtests package and demonstrate the applicability of the package using two benchmark datasets. Thirdly, a simulation study is conducted to determine which test is the most appropriate test for which scenario and to give some advice to the researchers. The results of this simulation study and general comments are given in the final section.

Ordered alternative tests

Let $X_{i1}, X_{i2}, ..., X_{in_i}, i = 1, ..., k$ be random independent samples with size $n_i$ from $k$ populations with continuous cumulative distribution function $F_i(x) = F((x - \theta_i)/\sigma_i)$, where $-\infty < \theta_i < +\infty$ and $\sigma_i > 0$ are location and scale parameters, respectively. The null hypothesis to identify whether the populations have common continuous cumulative distribution function can be expressed as

$$H_0 : F_1(x) = F_2(x) = ... = F_k(x) \quad \forall x.$$  \hfill (1)

A number of test statistics have been proposed to test the null hypothesis in (1) under certain assumptions and for different forms of $H_1$. The ordered alternative states that the distributions are stochastically ordered, i.e.,

$$H_1 : F_1(x) \geq F_2(x) \geq ... \geq F_k(x) \quad \exists x : F_1(x) > F_k(x).$$  \hfill (2)

Under $H_1$, $X_i$ tends to be smaller than $X_{i+1}$, $i = 1, 2, ..., k - 1$, since $F_i(x) \geq F_{i+1}(x)$ implies that $P(X_i \leq X_{i+1}) \geq 1/2$. For the special case of the location model, (2) is equivalent to (Terpstra et al., 2011)

$$H_1 : \theta_1 \leq \theta_2 \leq ... \leq \theta_k \quad (\theta_1 < \theta_k).$$  \hfill (3)

Similarly, the ordered alternative hypothesis

$$H_1 : F_1(x) \leq F_2(x) \leq ... \leq F_k(x) \quad \exists x : F_1(x) < F_k(x)$$  \hfill (4)

states that $X_i$ tends to be larger than $X_{i+1}$, $i = 1, 2, ..., k - 1$, since $F_i(x) \leq F_{i+1}(x)$ implies that $P(X_i \geq X_{i+1}) \geq 1/2$ under $H_1$ given in (4). For the location model, (4) is equivalent to

$$H_1 : \theta_1 \geq \theta_2 \geq ... \geq \theta_k \quad (\theta_1 > \theta_k).$$  \hfill (5)

Jonckheere-Terpstra test

This classic nonparametric test is typically used for ordered alternatives and was proposed by Terpstra (1952) and Jonckheere (1954). It is known that the Mann-Whitney statistic defines as

$$U_{ij} = \sum_{l=1}^{n_i} \sum_{m=1}^{n_j} I(X_{il} < X_{jm});$$

where $n_i$ and $n_j$ are the sample sizes for the $i$th and $j$th populations, respectively, and $I(\psi) = 1$ if $\psi$ is true and 0 otherwise. The test statistic $JT$ corresponds to the sum of the $k(k - 1)/2$ Mann-Whitney statistics, i.e.,

$$JT = \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} U_{ij}.$$  \hfill (6)

The statistic $JT$ is approximately normally distributed under $H_0$. The mean and variance of this
The statistic are
\[ E(JT) = \frac{N^2 - \sum_{i=1}^{k} n_i^2}{4} \]
and
\[ V(JT) = \frac{N^2(2N + 3) - \sum_{i=1}^{k} n_i^2(2n_i + 3)}{72}, \]
where \( N = n_1 + n_2 + \ldots + n_k \).

**Beier and Buning’s Adaptive test**

This test is a two-step method based on the selection of the weight coefficients of the linear rank statistics according to the shape of the distribution (Beier and Buning, 1997). A linear rank statistics has the following form:
\[ L_N = \sum_{i=1}^{k} \sum_{j=1}^{n_i} c_N(i)a_N(R_{ij}) \]  
(7)
where \( N \) is the combined sample size; \( c_N(.) \) are the regression constants; \( a_N(.) \) are the scores; \( R_{ij} \) is the rank of \( X_{ij} \) in the combined data. For an ordered alternative, the following proposal is made:
\[ c_N(i) = i, i = 1, 2, \ldots, k. \]

Under \( H_0 \), the mean and variance of linear rank statistics are
\[ E(L_N) = N\bar{c}_N\bar{a}_N, \]
and
\[ V(L_N) = \frac{1}{N - 1} \sum_{i=1}^{k} n_i(c_N(i) - \bar{c}_N)^2 \frac{N}{N} \sum_{r=1}^{N} (a_N(r) - \bar{a}_N)^2 \]
where
\[ \bar{c}_N = \frac{1}{N} \sum_{i=1}^{k} n_i c_N(i) \]
and
\[ \bar{a}_N = \frac{1}{N} \sum_{r=1}^{N} a_N(r). \]

The distribution of a linear rank statistic converges to a normal distribution with mean \( E(L_N) \) and variance \( V(L_N) \) (Hogg and Craig, 2013; Beier and Buning, 1997).

There are some suggestions for the score \( a_N(.) \) according to the shape of the distribution in the literature as follows
\[
a_{LS}(r) = \begin{cases} 
0 & \text{if } r \leq (N + 1)/2 \\
r - (N + 1)/2 & \text{if } r > (N + 1)/2 
\end{cases} 
\]
These scores are efficient for detecting shifts in distributions that are skewed to the left (Beier and Buning, 1997).
\[
a_{ST}(r) = \begin{cases} 
0 & \text{if } r \leq (N + 1)/4 \\
\frac{r - (N + 1)}{4} & \text{if } (N + 1)/4 < r < 3(N + 1)/4 \\
\frac{r - 3(N + 1)}{4} & \text{if } r \geq 3(N + 1)/4 
\end{cases} 
\]
These scores are particularly good for detecting shifts in short-tailed distributions and were proposed by Gastwirth (1965).
\[
a_{WS}(r) = r, \quad r = 1, 2, \ldots, N 
\]
These scores are efficient for detecting shifts in symmetric distributions with medium to heavy tails (Beier and Buning, 1997).
\[
a_{LT}(r) = \begin{cases} 
-((N/4) + 1) & \text{if } r < (N/4) + 1 \\
r - (N + 1)/2 & \text{if } (N/4) + 1 \leq r \leq 3(N + 1)/4 \\
(N/4) + 1 & \text{if } r > 3(N + 1)/4 
\end{cases} 
\]
These scores are efficient for detecting shifts in long-tail distributions and were proposed by Buning.

\[
a_{RS}(r) = \begin{cases} 
    r - (N + 1)/2 & \text{if } r \leq (N + 1)/2 \\
    0 & \text{if } r > (N + 1)/2
  \end{cases}
\]

These scores are efficient for detecting shifts in distributions that are skewed to the right (Hogg et al., 1975).

The adaptive test proposed by Beier and Buning (1997) is denoted by the index of their scores. For example, the distribution-free test based on the scores \(a_{ST}(.)\) of Gastwirth (1965), which is particularly good for detecting a shift in short-tailed distributions, is denoted by ST. Now, the adaptive test \(AT\) is defined by

\[
AT = \begin{cases} 
    LS & \text{if } 0 \leq \hat{S}_1 \leq 0.6, \hat{S}_2 \geq 1 \\
    ST & \text{if } 0.6 < \hat{S}_1 \leq 2, 1 \leq \hat{S}_2 \leq 1.5 \\
    WS & \text{if } 0.6 < \hat{S}_1 \leq 2, 1.5 < \hat{S}_2 \leq 1.5 \\
    LT & \text{if } 0.6 < \hat{S}_1 \leq 2, \hat{S}_2 \geq 2 \\
    RS & \text{if } \hat{S}_1 \geq 2, \hat{S}_2 \geq 1
  \end{cases}
\]

where \(x_p\) is the quantile value of the combined data, and the estimation values of the skewness and tailweight of the distribution are

\[
\hat{S}_1 = \frac{x_{0.975} - x_{0.5}}{x_{0.5} - x_{0.025}}
\]

and

\[
\hat{S}_2 = \frac{x_{0.975} - x_{0.025}}{x_{0.875} - x_{0.125}}
\]

Since the adaptive statistic is a linear rank statistic, the distribution of each of these statistics converges to a normal distribution with mean \(E(L_N)\) and variance \(V(L_N)\).

**Modified Jonckheere-Terpstra test**

Tryon and Hettmansperger (1973) proposed the modified JT statistic to test \(H_0\) against the ordered alternatives,

\[
MJT = \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} (j - i)U_{ij},
\]

where \(U_{ij}\) is the Mann-Whitney statistic computed for the samples from the \(i\)th and \(j\)th populations. Neuhäuser et al. (1998) suggested that this test be used in place of the JT tests because it often has larger powers.

This statistic has a normal distribution under \(H_0\), and its mean and variance are

\[
E(U_{ij}) = \frac{1}{2}n_in_j, \quad \forall i \neq j
\]

\[
V(U_{ij}) = \frac{1}{12}n_in_j(n_i + n_j + 1), \quad \forall i \neq j
\]

\[
\text{Cov}(U_{ij}, U_{ii}) = \text{Cov}(U_{jj}, U_{ii}) = \frac{1}{12}n_in_j, \quad \text{if all } i, j, l \text{ are different}
\]

\[
\text{Cov}(U_{ij}, U_{il}) = \text{Cov}(U_{lj}, U_{il}) = -\frac{1}{12}n_in_l, \quad \text{if all } i, j, l \text{ are different}
\]

\[
\text{Cov}(U_{ij}, U_{lm}) = 0, \quad \text{if all } i, j, l, m \text{ are different}
\]

**Terpstra-Magel test**

Terpstra and Magel (2003) proposed a test statistic that does not focus on pairwise information. Instead, they use the information present in the \(N = n_1 \times n_2 \times \ldots \times n_k\) \(k\)-tuplets, where a \(k\)-tuple includes one observation from each treatment group. More specifically, the Terpstra–Magel (TM) test is based on the following statistic:

\[
TM = \sum_{i_1=1}^{n_1} \ldots \sum_{i_k=1}^{n_k} I(X_{1i_1} \leq X_{2i_2} \leq \ldots \leq X_{ki_k})
\]

where the indicator function is equal to one when \(X_{ki_k} < X_{ki_i}\).

The statistic \(TM\) is approximately normally distributed under \(H_0\). The mean and variance of this
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Ferdhiana-Terpstra-Magel test

Ferdhiana et al. (2008) proposed FTM test statistic can be viewed as a generalization of the TM test.

\[ FTM = \sum_{i_1=1}^{n_1} ... \sum_{i_k=1}^{n_k} \tau(X_{1i_1}, X_{2i_2}, ..., X_{ki_k}) \]

(11)

where \( \tau(X_{1i_1}, X_{2i_2}, ..., X_{ki_k}) \) denotes the Kendall correlation coefficient based on \((1, X_{1i_1}), (2, X_{2i_2}), ..., (k, X_{ki_k})\).

Under \( H_0 \), the statistic FTM is approximately normally distributed with zero mean, and its variance is

\[
V(FTM) = \left[ \frac{2N^*}{\sqrt{3k(k-1)}} \right]^2 \left[ \sum_{r=1}^{k-1} \sum_{s=r+1}^{k} \frac{n_r + n_s + 1}{n_r n_s} + \frac{2}{n_s} \right] \left( \frac{k}{2} \right) - \frac{r^2 - 2(k-1)r}{2k} - 2 \sum_{r=1}^{k-2} \sum_{s=r+1}^{k-1} \frac{k-s}{n_s} + 2 \sum_{r=1}^{k-2} \sum_{s=r+1}^{k-1} \sum_{t=s+1}^{k} \frac{1}{n_t} \right].
\]

KTP test

Terpstra et al. (2011) proposed the k-tuple Terpstra-Page (KTP) test based on the statistic

\[ KTP = \sum_{i_1=1}^{n_1} ... \sum_{i_k=1}^{n_k} r_s(X_{1i_1}, X_{2i_2}, ..., X_{ki_k}) \]

(12)

where \( r_s(X_{1i_1}, X_{2i_2}, ..., X_{ki_k}) \) denotes the Spearman rank correlation coefficient based on \((1, X_{1i_1}), (2, X_{2i_2}), ..., (k, X_{ki_k})\).

Under \( H_0 \), the statistic KTP is approximately normally distributed, and its mean and variance are

\[ E(KTP) = 0 \]

and

\[ V(KTP) = \frac{144(N^*)^2}{k^2(k^2-1)} S, \]

where

\[
S = \sum_{i_1=1}^{k-1} \sum_{i_2=i_1+1}^{k} \left[ \frac{(i_2 - i_1)(n_{i_1} + n_{i_2} + 1)}{12n_{i_1} n_{i_2}} \right]
+ \sum_{i_1=1}^{k-2} \sum_{i_2=i_1+1}^{k-1} \sum_{i_3=i_2+1}^{k} \left[ \frac{(i_2 - i_1)(i_3 - i_1)}{6n_{i_1}} + \frac{(i_3 - i_2)(i_1 - i_2)}{6n_{i_2}} + \frac{(i_1 - i_3)(i_2 - i_3)}{6n_{i_3}} \right]
\]

In the KTP test, Spearman’s rank correlation coefficient \( r_s \) is given by the following formula:
where $d_i$ represents the difference between the rank given to the value of the variable for each item of the particular data with $y_i$. This formula is applied in cases when there are no tied observations. The formula to use when there are tied observations is:

$$ r_s = 1 - \frac{6 \sum_{i=1}^{k} d_i^2}{k(k^2 - 1)} $$

where $(y,x) = (1,X_{i1}), (2,X_{i2}), \ldots, (k, X_{ik})$ and $x_i$ is rank of $X_i$. Note that if all of $x_i$ values is equal, then $\sum (x_i - \bar{x})^2$ is zero. This result is also similar for Kendall correlation coefficient. Therefore, FTM and KTP tests cannot be applied to this type data. See Lehmann’s data used in the demonstration of the npordtests package.

**S test**

Shan et al. (2014) proposed the new rank-based nonparametric test by incorporating the actual differences as follows

$$ S = \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} D_{ij} $$ (13)

where

$$ D_{ij} = \sum_{m=1}^{n_i} \sum_{m=1}^{n_j} Z_{ijm}, \quad Z_{ijm} = (R_{jm} - R_{il}) I(X_{jm} > X_{il}) $$

and $R_{ij}(R_{jm})$ is the rank of observation $X_{ij}(X_{jm})$ in the combined data.

Under $H_0$, the statistic $S$ has a normal distribution with the following mean and variance

$$ E(S) = \frac{N + 1}{6} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} n_i n_j $$

$$ V(S) = \left( \frac{N^2 + N}{12} - \frac{(N + 1)^2}{36} \right) \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} n_i n_j \times \frac{1}{2} \left[ \sum_{j=1}^{k-1} n_j \left( \sum_{i=1+i+1}^{j-i+1} \frac{n_i}{2} \right)^2 + \sum_{i=2}^{k} n_i \left( \sum_{j=i+1}^{k} n_j \right)^2 \right] \text{Cov}A + 2 \left( \sum_{i=1}^{k-2} \sum_{j=i+1}^{k-1} \sum_{l=j+1}^{k} n_i n_j n_l \right) \text{Cov}B $$

where $\text{Cov}A = \frac{2N^2 + N - 1}{90}$, and $\text{Cov}B = -\frac{7N^2 - 11N - 4}{540}$.

**Gaur’s Gc test**

Let $(w_1, w_2, \ldots, w_{k-1})$ be suitably selected real positive constants. Gaur (2017) proposed the $G_c$ statistic to test $H_0$ against the ordered alternatives,

$$ G_c = \sum_{g=1}^{k} w_g V_{g,g+1} $$ (14)

where

$$ V_{g,h} = \left[ \binom{n_g}{c} \binom{n_h}{c} \right]^{-1} \sum_{l=0}^{\min(c,n_g)} \Phi_{g,h} (X_{g_1}, \ldots, X_{g_l}; X_{h_1}, \ldots, X_{h_l}) $$
for \( g < h; \) \( h = 1, 2, \ldots, k; \) \( \sum_{0}^{\infty} \) is the sum over all combinations \((a_1, \ldots, a_c)\) of \( c \) integers selected from \((1, \ldots, n_g)\) and over all combinations \((b_1, \ldots, b_c)\) of \( c \) integers selected from \((1, \ldots, n_h)\); 

\[
\phi_{gh}(X_{g1}, \ldots, X_{ga}; X_{h1}, \ldots, X_{hb}) = \begin{cases} 
1 & \text{if max}(X_{g1}, \ldots, X_{ga}) \leq \min(X_{h1}, \ldots, X_{hb}) \\
-1 & \text{if max}(X_{h1}, \ldots, X_{hb}) \leq \min(X_{g1}, \ldots, X_{ga}) \\
0 & \text{otherwise}
\end{cases}
\]

The distribution of Gaur’s statistic \( G_c \) converges to a normal distribution with zero mean under \( H_0 \), and the variance of this statistic are obtained as follows:

\[
V(G_c) = w^T \sum w
\]

where \( w = (w_1, w_2, \ldots, w_{k-1}) \) and \( \sum = [c_{gh}] \) is the variance-covariance matrix, such as:

\[
c_{gh} = \begin{cases} 
\left( \frac{(c-1)c!}{(2c-1)!} \right) \left( \frac{1}{a_y} + \frac{1}{a_{y+1}} \right) \delta_c & \text{for } g = h, 1, 2, \ldots, k - 1 \\
- \left( \frac{(c-1)c!}{(2c-1)!} \right) \frac{2}{a_y} \delta_g & \text{for } h = g + 1; g = 1, 2, \ldots, k - 2 \\
- \left( \frac{(c-1)c!}{(2c-1)!} \right) \frac{2}{a_y} \delta_h & \text{for } h = g - 1; g = 2, \ldots, k - 1 \\
0 & \text{otherwise}
\end{cases}
\]

where

\[
\delta_c = -1 + \frac{4}{4c^2 - 1} \sum_{i=c}^{2c} \sum_{j=c}^{2c-1} \frac{(2e - 1)}{i}(\frac{2c - 1}{2})\left(\frac{4c - 2}{2}\right)^{-1}.
\]

It is recommended to use \( G_c \) tests for light-tailed and moderate-tailed distributions with \( c = 2 \), whereas for heavy-tailed and long-tailed distributions with large values of \( c \). The optimum weights \( w_g \)'s in the \( G_c \) test are

\[
w_g = \frac{g(k - g)}{2k}, \ g = 1, 2, \ldots, k - 1.
\]

### Demonstration of the npordtests package

The npordtests package includes thirteen tests and six datasets for ordered alternatives. In this section, firstly, we introduce the datasets included in the package. Then, we demonstrate the usage of the package by using two of these datasets. All the examples in this section should run if you type them in exactly as printed, provided that you have the npordtests package not only installed but also loaded into your current search path. This is done by entering

R> library(npordtests)

at the command prompt.

### Datasets

#### Jonckheere’s data: jdata

This hypothesis data given by Jonckheere (1954) are used to test the hypothesis that the four samples have come from the same population against the alternative that the populations are such that the values from the samples I, II, III, IV are in an expected order of increasing value.

#### Lehmann’s data: lehmann

This dataset was used by Lehmann (1975) to assess if it is possible for a particular diagnostic test to be successfully interpreted without psychological training. This dataset later became one of the classical datasets used to investigate sequential alternatives (Beier and Buning, 1997). The data included 72 evaluators’ (21 staff members, 23 trainees and 28 undergraduate psychology majors) assessment scores for the diagnostic test. If training and experience have any effects, the staff members could be expected to perform the most accurately, the trainees next, and the undergraduates the least.
Chicks’ weight data: chicks

These data are given by Desu and Raghavarao (2004) to examine the hypothesis that the chicks’ mean weight goes up with the increase in the amount of protein. Eighteen chicks were randomly assigned to three treatments with six chicks in each for balanced data. Treatment 1 had the diet with the lowest level of protein; treatment 2 had the diet with a medium level of protein; and treatment 3 had the highest level of protein. After six weeks of feeding, the values of weight gain were recorded. We wanted to test if the mean weight gain increased with the amount of protein (Chang and Yen, 2011).

Hepatic vein waveform index data: hvwi

These data were collected by Pedersen et al. (2008) through doppler waveforms corresponding to 66 patients scheduled for a percutaneous liver needle biopsy. The waveforms were characterized using a hepatic vein waveform index (HVWI), whereas the biopsy specimens were grouped according to the degree of fibrosis. The hypothesis of interest was that the HVWI values would tend to decrease as the degree of fibrosis increases (Terpstra et al., 2011).

Hypertension data: hypertension

These data presented by Dmitrienko et al. (2006) examine the effect of different drug doses on diastolic blood pressure. The patients with hypertension were randomized into four groups with different dose levels, 0, 10, 20, and 40 mg/day, where the group with 0 mg/day was the placebo group. The number of the patients in each group were 17, 17, 18, and 16, respectively. The complete data can be found at the Dmitrienko et al. (2006) or Shan et al. (2014).

Neuhauser’s data: neuhauser

These synthetic data are reported by Neuhäuser et al. (1998). The data consist of 4 groups with 10 observations in each.

In order to compare the distributions of groups for each dataset, the boxplots are given in Figure 1. As can be seen from the figure, there is a ordered alternative pattern in all datasets.

**Figure 1:** Boxplots for the datasets. Each box plot gives median (the bold line that divides the box into two parts), lower and upper quartiles (start and end points of the box on the vertical axis) and min and max value (the horizontal lines outside the box). The outliers appear as the circles.
Tests

Using the datasets which are named `jdata` and `lehmann`, demonstration of the tests are given below, respectively.

**Jonkheere-Terpstra test: JtTest(...)**

The `JtTest` function in the `npordtests` package is used to perform the Jonkheere-Terpstra test.

```r
R> data(jdata)
R> JtTest(Y~X,jdata,alpha=0.05,na.rm=TRUE,verbose=TRUE)
```

---

Test : Jonckheere-Terpstra Test
data : Y and X
Statistic = 71
Mean = 48
Variance = 114.6667
Z = 2.147876
Asymp. p-value = 0.0158618

Result : Null hypothesis is rejected.
---

Here, the `JT` statistic is calculated from the Equation (6). Also, the Mean and Variance are expected value and variance of the JT statistic, respectively. Z is calculated from \( \frac{JT - E(JT)}{\sqrt{V(JT)}} \). p-value is the significance value for the JT test. Because this p-value is smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations against the ordered alternative is rejected.

- `alpha` is the level of significance to assess the statistical difference. Default is set to \( \alpha = 0.05 \).
- `na.rm` is a logical value indicating whether NA values should be stripped before the computation proceeds. Default is set to `na.rm = TRUE`.
- `verbose` is a logical for printing output to R console. Default is set to `verbose = TRUE`.

These arguments are available in the functions for ordered alternatives. The users who would like to use the statistics in the output in their programs can use the following codes.

```r
R> res<-JtTest(Y~X,jdata,alpha=0.05,na.rm=TRUE,verbose=FALSE)

R> res$statistic
[1] 71

R> res$mean
[1] 48

R> res$variance
[1] 114.6667

R> res$Z
[1] 2.147876

R> res$p.value
[1] 0.0158618
```

Here, the codes for how to obtain the statistics from the Jonckheere-Terpstra test output are given. Since all ordered alternative tests return similar outputs, similar codes are not repeated in the other tests. For all tests, the level of significance is taken as 0.05.

**Beier and Buning’s Adaptive test: AtTest(...)**

The `AtTest` function in the `npordtests` package is used to perform the Adaptive test. The LS, RS, ST, WS and LT tests are also available as functions in the package.

```r
R> LsTest(Y~X,jdata)
```
Test : LS test
data : Y and X

Statistic = 68
Mean = 48
Variance = 141.333
Z = 1.682316
Asymp. p-value = 0.04625375

Result : Null hypothesis is rejected.

Here, the Statistic is calculated from the Equation (7) using the score $a_{LS}(r)$. Also, the Mean and Variance are the expected value and variance of the this statistic, respectively. $Z$ is calculated from $(LS - E(LS))/\sqrt{V(LS)}$. p-value is the significance value for the LS test. Since this $p$-value is smaller than $\alpha = 0.05$, the null hypothesis against the ordered alternative is rejected.

R> RsTest(Y~X,jdata)

Test : RS test
data : Y and X

Statistic = -27
Mean = -48
Variance = 141.333
Z = 1.766432
Asymp. p-value = 0.03866168

Result : Null hypothesis is rejected.

In the output, similar to LsTest, the Statistic is calculated from the Equation (7) using the score $a_{RS}(r)$. $Z$ is calculated from $(RS - E(RS))/\sqrt{V(RS)}$. p-value is the significance value for the RS test. According to these results, because the $p$-value is smaller than $\alpha = 0.05$, the hypothesis of the equality of locations against the ordered alternative is rejected.

R> StTest(Y~X,jdata)

Test : ST test
data : Y and X

Statistic = 17.25
Mean = 0
Variance = 46
Z = 2.543374
Asymp. p-value = 0.005489386

Result : Null hypothesis is rejected.

In the output, the Statistic is calculated from the Equation (7) using the score $a_{ST}(r)$. $Z$ is calculated from $(ST - E(ST))/\sqrt{V(ST)}$. p-value is the significance value for the ST test. Here, the Statistic is calculated value of the test statistic. The $p$-value for the TM test is 0.005489386. Thus, we can conclude that the null hypothesis of the equality of locations is rejected under setting $\alpha = 0.05$.

R> WsTest(Y~X,jdata)
Mean = 204
Variance = 453.333
Z = 1.92564
Asymp. p-value = 0.02707469

Result : Null hypothesis is rejected.

Here, the WS statistic is calculated from the Equation (7) using the score \( a_{WS}(r) \). \( Z \) is calculated from \( (WS - E(WS))/\sqrt{V(WS)} \). \( p \)-value is the significance value for the WS test. Because this \( p \)-value is smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations against the ordered alternative is rejected.

R> LtTest(Y~X,jdata)

Test : LT test
data : Y and X

Statistic = 27.5
Mean = 0
Variance = 322.6667
Z = 1.530931
Asymp. p-value = 0.06289321

Result : Null hypothesis is not rejected.

Here, the LT statistic is calculated from the Equation (7) using the score \( a_{LT}(r) \). \( Z \) is calculated from \( (LT - E(LT))/\sqrt{V(LT)} \). \( p \)-value is the significance value for the LT test. According to these results, because the \( p \)-value is not smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations (null hypothesis) is not rejected.

R> AtTest(Y~X,jdata)

Test : Adaptive Test
data : Y and X

Statistic = 17.25
Mean = 0
Variance = 46
Z = 2.543374
Asymp. p-value = 0.005489386

Result : Null hypothesis is rejected.

Here, the Statistic is calculated from the Equation (8). Note that the AT Statistic is equal to the ST Statistic for this example. Since this \( p \)-value is smaller than \( \alpha = 0.05 \), the null hypothesis against the ordered alternative is rejected.

**Modified Jonkheere-Terpstra test: MjtTest(...)**

The MjtTest function in the npordtests package is used to perform the MJT test.

R> MjtTest(Y~X,jdata)

Test : Modified Jonckheere-Terpstra Test
data : Y and X

Statistic = 121
Mean = 80
Variance = 453.3333
Here, the Statistic is calculated from the Equation (9). According to these results, because the p-value is smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations against the ordered alternative is rejected.

**Terpstra-Magel test: TmTest(...)**

The \texttt{TmTest} function in the \texttt{npordtests} package is used to perform the TM test.

\begin{verbatim}
R> TmTest(Y~X,jdata)

Test : Terpstra-Magel Test
data : Values and Group

Statistic = 78
Mean = 10.66667
Variance = 151.327
Z = 5.473586
Asymp. p-value = 2.205097e-08

Result : Null hypothesis is rejected.
\end{verbatim}

In the output, the Statistic is calculated from the Equation (10). \( Z \) is calculated from \( \frac{TM - E(TM)}{\sqrt{V(TM)}} \). p-value is the significance value for the TM test. The p-value for the TM test is 0.00000002205097. Thus, we can conclude that the null hypothesis of the equality of locations is rejected under setting \( \alpha = 0.05 \).

**Ferdhiana-Terpstra-Magel test: FtmTest(...)**

The \texttt{FtmTest} function in the \texttt{npordtests} package is used to perform the FTM test.

\begin{verbatim}
R> FtmTest(Y~X,jdata)

Test : Ferdhiana, Terpstra and Magel Test
data : Y and X

Statistic = 122.6667
Mean = 0
Variance = 3261.63
Z = 2.147876
Asymp. p-value = 0.0158618

Result : Null hypothesis is rejected.
\end{verbatim}

Here, the Statistic is calculated from the Equation (11). \( Z \) is calculated from \( \frac{FTM}{\sqrt{V(FTM)}} \). p-value is the significance value for the FTM test. Because this p-value is smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations against the ordered alternative is rejected.

**KTP test: KtpTest(...)**

The \texttt{KtpTest} function in the \texttt{npordtests} package is used to perform the KTP test.

\begin{verbatim}
R> KtpTest(Y~X,jdata)
\end{verbatim}
Test : KTP Test
data : Y and X

Statistic = 131.2
Mean = 0
Variance = 4642.133
Z = 1.92564
Asymp. p-value = 0.02707469

Result : Null hypothesis is rejected.

Here, the Statistic is calculated from the Equation (12). Z is calculated from \( KTP/\sqrt{V(KTP)} \). p-value is the significance value for the KTP test. Since this p-value is smaller than \( \alpha = 0.05 \), the null hypothesis against the ordered alternative is rejected.

S test: SsTest(...)
The SsTest function in the npdordtests package is used to perform the S test.

R> SsTest(Y~X,jdata)

Test : Shan's S test
data : Y and X

Statistic = 436
Mean = 272
Variance = 1973.511
Z = 3.69168
Asymp. p-value = 0.0001113888

Result : Null hypothesis is rejected.

In the output, the Statistic is calculated from the Equation (13). Z is calculated from \( (S - E(S))/\sqrt{V(S)} \). p-value is the significance value for the S test. According to these results, because the p-value is smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations against the ordered alternative is rejected.

Gaur's Gc test: GcTest(...)
The GcTest function in the npdordtests package is used to perform the Gaur's Gc test.

R> GcTest(Y~X,jdata)

Test : Gaur's Gc Test
data : Values and Group

Statistic = 0.375
Mean = 0
Variance = 0.06746032
Z = 1.4438
Asymp. p-value = 0.0743976

Result : Null hypothesis is not rejected.

Here, the Statistic is calculated from the Equation (14). Z is calculated from \( Gc/\sqrt{V(Gc)} \). p-value is the significance value for the Gc test. Here, the Statistic is calculated value of the test statistic. The p-value for the Gc test is 0.0743976. Thus, we can conclude that the null hypothesis of the equality of locations is not rejected under setting \( \alpha = 0.05 \).
Jonkheere-Terpstra test: JtTest(…)

The JtTest function in the \texttt{npordtests} package is used to perform the JT test.

\begin{verbatim}
R> data(lehmann)
R> JtTest(Values~Group,lehmann)
\end{verbatim}

\begin{verbatim}
Test : Jonckheere-Terpstra Test
data : Values and Group

Statistic = 1159
Mean = 857.5
Variance = 9305.917
Z = 3.125415
Asymp. p-value = 0.0008877709

Result : Null hypothesis is rejected.
\end{verbatim}

Here, the Statistic is calculated value of the test statistic. \textit{p-value} is the significance value for this test. The \textit{p-value} for the JT test is 0.0008877709. Thus, we can conclude that the null hypothesis of the equality of locations is rejected under setting \(\alpha = 0.05\).

Beier and Buning’s Adaptive test: AtTest(…)

The AtTest function in the \texttt{npordtests} package is used to perform the AT test.

\begin{verbatim}
R> AtTest(Values~Group,lehmann)
\end{verbatim}

\begin{verbatim}
Test : Adaptive Test
data : Values and Group

Statistic = 851
Mean = 583.1944
Variance = 6570.726
Z = 3.303794
Asymp. p-value = 0.0004769302

Result : Null hypothesis is rejected.
\end{verbatim}

Here, the Statistic is calculated value of the test statistic. \textit{p-value} is the significance value for this test. The \textit{p-value} for the AT test is 0.0004769302. Because this \textit{p-value} is smaller than \(\alpha = 0.05\), the hypothesis of the equality of locations against the ordered alternative is rejected.

Modified Jonkheere-Terpstra test: MjtTest(…)

The MjtTest function in the \texttt{npordtests} package is used to perform the MJT test.

\begin{verbatim}
R> MjtTest(Values~Group,lehmann)
\end{verbatim}

\begin{verbatim}
Test : Modified Jonckheere-Terpstra Test
data : Values and Group

Statistic = 1610
Mean = 1151.5
Variance = 20771.92
Z = 3.181274
Asymp. p-value = 0.0007331448

Result : Null hypothesis is rejected.
\end{verbatim}
Here, the Statistic is calculated value of the test statistic. p-value is the significance value for the MJT test. The p-value for the MJT test is 0.0007331448. Since this p-value is smaller than $\alpha = 0.05$, the null hypothesis against the ordered alternative is rejected.

**Terpstra-Magel test: TmTest(...)**

The TmTest function in the npordtests package is used to perform the TM test.

R> TmTest(Values~Group,lehmann)

```
---
Test : Terpstra-Magel Test
data : Values and Group
Statistic = 5173
Mean = 2254
Variance = 405043.8
Z = 4.586518
Asymp. p-value = 2.253498e-06
Result : Null hypothesis is rejected.
---
```

Here, the Statistic is calculated value of the test statistic. p-value is the significance value for this test. The p-value for the TM test is 0.000002253498. Thus, we can conclude that the null hypothesis of the equality of locations is rejected under setting $\alpha = 0.05$.

**Ferdhiana-Terpstra-Magel test: FtmTest(...)**

The FtmTest function in the npordtests package is used to perform the FTM test.

R> FtmTest(Values~Group,lehmann)

```
---
Test : Ferdhiana, Terpstra and Magel Test
data : Values and Group
Statistic = NA
Mean = 0
Variance = 2294071
Z = NA
Asymp. p-value = NA
```

As seen in the output, the error standard deviation is zero is encountered. This error occurs because the values of 68.5, 69.0, 70.5, 71.5, 73.0, 74.0, 74.5 are included in all groups.

**KTP test: KtpTest(...)**

The KtpTest function in the npordtests package is used to perform the KTP test.

R> KtpTest(Values~Group,lehmann)

```
---
Test : KTP Test
data : Values and Group
Statistic = NA
Mean = 0
Variance = 2897517
```
Z = NA
Asymp. p-value = NA

Error in if (p-value > alpha) { : missing value where TRUE/FALSE needed
In addition: Warning message:
In cor(t(Xmat), Ymat, method = "spearman") : the standard deviation is zero

In the output, similar to FtmTest, the error standard deviation is zero is encountered.

**S test: SsTest(...)**

The SsTest function in the *npordtests* package is used to perform the S test.

\[ \text{R} \triangleright \text{SsTest(Values~Group,lehmann)} \]

Test : Shan's S test
data : Values and Group

Statistic = 32234
Mean = 20865.83
Variance = 6929623
Z = 4.318527
Asymp. p-value = 7.853701e-06

Result : Null hypothesis is rejected.

Here, the Statistic is calculated value of the test statistic. p-value is the significance value for the S test. The p-value for the S test is 0.000007853701. According to these results, because the p-value is smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations against the ordered alternative is rejected.

**Gaur's Gc test: GcTest(...)**

The GcTest function in the *npordtests* package is used to perform the Gaur's Gc test.

\[ \text{R} \triangleright \text{GcTest(Values~Group,lehmann)} \]

Test : Gaur's Gc Test
data : Values and Group

Statistic = 0.1506891
Mean = 0
Variance = 0.03597884
Z = 0.7944348
Asymp. p-value = 0.2134712

Result : Null hypothesis is not rejected.

Here, the Statistic is calculated value of the test statistic. p-value is the significance value for the Gc test. The p-value for the Gc test is 0.2134712. Because this p-value is not smaller than \( \alpha = 0.05 \), the hypothesis of the equality of locations against the ordered alternative is not rejected.

**Simulation study**

In this section, we compared the JT, AT, Modified JT, TM, FTM, KTP, S and Gaur's Gc tests in terms of power and Type I error under some selected scenarios. Since the AT test includes the LS, RS, ST, LT, WS tests, these tests do not need to be compared. The number of iterations and nominal type I error are 10000 and .05, respectively. The five design factors manipulated in this simulation study are:
• number of samples \((k = 3 \text{ and } 4)\),
• average number of observations per group \((n = 5, 10, 20, 30, \text{ and } 50)\),
• sample size patterns (progressive, equal, and one extreme),
• distribution shapes (symmetric, left skewed, and right skewed),
• ordered alternatives shapes (linear, convex, and concave).

The sample size patterns in this simulation study are shown in Table 1. We used log -\(F(v_1, v_2)\) distributions to generate the random variable \(X_{ij} = \theta_i + \epsilon_{ij}\), where \(\epsilon_{ij}\) is the iid log-\(F\) distribution, and \(\theta_i\) is the location parameter; which is symmetric when \(v_1 = v_2\), right skewed when \(v_1 > v_2\), and left skewed when \(v_1 < v_2\) (Terpstra et al., 2011).

Table 1: Simulation study sample size patterns. \(k\) is number of samples and \(n\) is average number of observations per group. The values in the table are sample sizes. For example, in case of \(k = 3, n = 5\) and progressive pattern, the sample sizes of groups are 4, 5 and 6, respectively.

<table>
<thead>
<tr>
<th>Sample size patterns</th>
<th>Progressive</th>
<th>Equal</th>
<th>One extreme</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k = 3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4 9 19 29 49 5 10 20 30 50 2 4 8 12 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5 10 20 30 50 5 10 20 30 50 2 4 8 12 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6 11 21 31 51 5 10 20 30 50 11 22 44 66 110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (n)</td>
<td>5 10 20 30 50 5 10 20 30 50 5 10 20 30 50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(k = 4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2 7 14 21 35 5 10 20 30 50 3 6 12 18 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4 9 18 27 45 5 10 20 30 50 3 6 12 18 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6 11 22 33 55 5 10 20 30 50 3 6 12 18 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8 13 26 39 65 5 10 20 30 50 11 22 44 66 110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (n)</td>
<td>5 10 20 30 50 5 10 20 30 50 5 10 20 30 50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to evaluate the performances of the tests, we consider the cases of \((v_1, v_2) = (5, 5), (1, 10)\) and \((10, 1)\) for the symmetric, left skewed and right skewed populations, respectively.

While the location parameters of populations are equal, simulated type I error rates are calculated. Otherwise, in case the location parameters of the populations are not equal, the simulated powers of the tests are computed. In order to assess the robustness of the tests in terms of Type I error rate, we used the robustness criterion recommended by Bradley (1978). This liberal criterion for the robustness is set at \(\pm 0.5\alpha\) around the nominal alpha level. For instance, using the alpha level of .05, a test is considered robust when the simulated Type I error rates fall between .025 and .075.

Results

Figure 2 presents a set of boxplots based on the simulated Type I error rates for all scenarios considered while the nominal alpha level is .05. As shown in Figure 2, although all of the tests ensure the Bradley’s liberal criterion, the JT, MJT, and FTM tests are the three best performing approaches that controlled nominal Type I error in all simulation scenarios. On the other hand, the TM test has a wider range than the others for the simulated type I error rates.

The simulated power values of the tests for the simulation scenarios above are given in Table 2-4. The results in these tables can be interpreted as follows:

• As seen in Table 2, when the data is generated from the symmetric distribution (log -\(F(5, 5)\)), the most powerful test changes according to the shape of ordered alternative. When the shape of ordered alternative is linear, the MJT test are more powerful test than the other tests for all sample size patterns. On the other hand, when the shape of ordered alternative is convex, the S test has the highest power among all tests considered for all sample size patterns. Beside these, the simulated power values of KTP test for ordered alternative with concave shape are higher than those of the other tests when sample size patterns are progressive or one extreme. But, the S test is better than the other tests in terms of power when the sample size pattern is equal. On the other hand, when the average sample size for all distributions was quite large such as 50, the simulated power values for all tests were found to be quite close to 1.
Table 2: Simulated power values \((1 - \beta)\) of the test for log-F\((5,5)\) distribution.

<table>
<thead>
<tr>
<th>Sample size pattern</th>
<th>Progressive</th>
<th>One Extreme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average n</td>
<td>Average n</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>ordered alternatives</td>
<td>shape=linear</td>
<td>shape=linear</td>
</tr>
<tr>
<td>k Test</td>
<td>3 JT</td>
<td>AT</td>
</tr>
<tr>
<td></td>
<td>.932</td>
<td>.922</td>
</tr>
<tr>
<td></td>
<td>.979</td>
<td>.977</td>
</tr>
<tr>
<td></td>
<td>.980</td>
<td>.967</td>
</tr>
</tbody>
</table>
Table 3: Simulated power values \((1 - \beta)\) of the test for log-F\((1,10)\) distribution.

<table>
<thead>
<tr>
<th>Sample size pattern</th>
<th>Progressive</th>
<th>One Extreme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average (n)</td>
<td>Average (n)</td>
</tr>
<tr>
<td>(k) (Test)</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>JT</td>
<td>.179</td>
</tr>
<tr>
<td>AT</td>
<td>.181</td>
<td>.354</td>
</tr>
<tr>
<td>MJT</td>
<td>.198</td>
<td>.307</td>
</tr>
<tr>
<td>TM</td>
<td>.214</td>
<td>.319</td>
</tr>
<tr>
<td>FTM</td>
<td>.187</td>
<td>.313</td>
</tr>
<tr>
<td>KTP</td>
<td>.193</td>
<td>.303</td>
</tr>
<tr>
<td>S</td>
<td>.188</td>
<td>.303</td>
</tr>
<tr>
<td>Gc</td>
<td>.156</td>
<td>.284</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ordered alternatives shape=linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
</tr>
<tr>
<td>AT</td>
</tr>
<tr>
<td>MJT</td>
</tr>
<tr>
<td>TM</td>
</tr>
<tr>
<td>FTM</td>
</tr>
<tr>
<td>KTP</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>Gc</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ordered alternatives shape=convex</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
</tr>
<tr>
<td>AT</td>
</tr>
<tr>
<td>MJT</td>
</tr>
<tr>
<td>FTM</td>
</tr>
<tr>
<td>KTP</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>Gc</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ordered alternatives shape=concave</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
</tr>
<tr>
<td>AT</td>
</tr>
<tr>
<td>MJT</td>
</tr>
<tr>
<td>FTM</td>
</tr>
<tr>
<td>KTP</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>Gc</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ordered alternatives shape=concave</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
</tr>
<tr>
<td>AT</td>
</tr>
<tr>
<td>MJT</td>
</tr>
<tr>
<td>FTM</td>
</tr>
<tr>
<td>KTP</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>Gc</td>
</tr>
</tbody>
</table>
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Table 4: Simulated power values \((1 − β)\) of the test for log-F\((10,1)\) distribution.

<table>
<thead>
<tr>
<th>Sample size pattern</th>
<th>Progressive</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average n</td>
<td>Equal</td>
</tr>
<tr>
<td>k Test</td>
<td>5 10 20 30 50</td>
<td>Average n</td>
</tr>
<tr>
<td>ordered alternatives</td>
<td>ordered alternatives</td>
<td>shape=linear</td>
</tr>
<tr>
<td>3 JT</td>
<td>.190 .310 .491 .682 .893</td>
<td>.179 .298 .491 .690 .909</td>
</tr>
<tr>
<td>AT</td>
<td>.182 .315 .526 .747</td>
<td>.976</td>
</tr>
<tr>
<td>MJT</td>
<td>.208 .304 .490</td>
<td>.690</td>
</tr>
<tr>
<td>TM</td>
<td>.215 .293</td>
<td>.465</td>
</tr>
<tr>
<td>FTM</td>
<td>.187</td>
<td>.280</td>
</tr>
<tr>
<td>KTP</td>
<td>.184</td>
<td>.304</td>
</tr>
<tr>
<td>S</td>
<td>.199</td>
<td>.305</td>
</tr>
</tbody>
</table>

| 4 JT                | .305 | .537 | .796 | 1.00 | 1.00 | .340 | .554 | .819 | 1.00 | 1.00 | .350 | .555 | .806 | 1.00 | 1.00 |
| AT                  | .319 | .570 | .834 | 1.00 | 1.00 | .344 | .581 | .851 | 1.00 | 1.00 | .379 | .594 | .848 | 1.00 | 1.00 |
| MJT                 | .304 | .544 | .801 | 1.00 | 1.00 | .342 | .550 | .819 | 1.00 | 1.00 | .360 | .588 | .816 | 1.00 | 1.00 |
| TM                  | .313 | .485 | .800 | 1.00 | 1.00 | .319 | .478 | .812 | 1.00 | 1.00 | .297 | .428 | .788 | 1.00 | 1.00 |
| FTM                 | .262 | .533 | .812 | 1.00 | 1.00 | .337 | .557 | .822 | 1.00 | 1.00 | .323 | .510 | .797 | 1.00 | 1.00 |
| KTP                 | .269 | .505 | .785 | 1.00 | 1.00 | .339 | .566 | .835 | 1.00 | 1.00 | .334 | .511 | .782 | 1.00 | 1.00 |
| S                   | .295 | .518 | .804 | 1.00 | 1.00 | .332 | .532 | .805 | 1.00 | 1.00 | .364 | .576 | .823 | 1.00 | 1.00 |
| Gc                  | .193 | .442 | .697 | .960 | 1.00 | .266 | .533 | .760 | .999 | 1.00 | .207 | .430 | .670 | .916 | 1.00 |

| 4 JT                | .254 | .344 | .566 | .806 | 1.00 | .161 | .260 | .447 | .684 | .855 | 284 | .455 | .697 | .941 | 1.00 |
| AT                  | .227 | .326 | .546 | .782 | 1.00 | .156 | .262 | .451 | .642 | .837 | 263 | .425 | .670 | .929 | 1.00 |
| MJT                 | .221 | .317 | .522 | .747 | .992 | .171 | .276 | .452 | .662 | .882 | 247 | .397 | .626 | .857 | 1.00 |
| FTM                 | .149 | .280 | .556 | .834 | 1.00 | .172 | .272 | .444 | .636 | .842 | 169 | .259 | .432 | .617 | .818 |
| KTP                 | .155 | .250 | .515 | .800 | 1.00 | .195 | .268 | .450 | .652 | .870 | .167 | .279 | .462 | .649 | .850 |
| S                   | .257 | .354 | .572 | .898 | 1.00 | .162 | .257 | .437 | .629 | .841 | 304 | .479 | .728 | .995 | 1.00 |
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Figure 2: Distributions of simulated Type I error rates across all simulation scenarios when nominal alpha is .05. Each box plot gives median (the bold line that divides the box into two parts), lower and upper quartiles (start and end points of the box on the vertical axis) and min and max value (the horizontal lines outside the box). The outliers appear as the circles.

- For the data generated from the log-$F(1, 10)$ distribution which is skewed to the left, when the shape of ordered alternative is linear, and average sample size is 5 or 10, the TM test for $k = 3$ gives better results, however, the AT test has the highest powers among the whole tests when average sample size is 20, 30, and 50. On the other hand, when $k = 4$ and average sample size is 10, the AT test has the highest powers among the whole tests. For the data generated from this distribution, the AT test, generally, is the most powerful test for ordered alternative with convex shape as seen in Table 3. For the data generated from the log-$F(1, 10)$ distribution which is skewed to the left, the TM test has the highest powers among the whole tests when the shape of ordered alternative is concave and average sample size is 5, but the KTP test for ordered alternative with concave shape is the most powerful among the whole tests when average sample size is 10, 20, 30, and 50. On the other hand, when the average sample size increased in all scenarios considered, the power values of all tests increased as expected.

- When the data is generated from the log-$F(10, 1)$ distribution which is skewed to the right, Table 4 shows that the AT test for ordered alternatives with linear shape, generally, gives better results. On the other hand, when average sample size is 5 and $k = 3$ the TM test for this situation is the most powerful test. As seen in Table 4, when the shape of ordered alternative is a convex, it is observed that the S test generally yields the highest power values. In addition, while the sample size patterns are progressive and equal, and average sample size is 20, 30, and 50, the power values of the AT test for this situation are greater than those of the others. By the examination of the results in Table 6, when ordered alternative has a concave shape, it is seen that the TM test is the most powerful test among the whole tests.

Table 5 gives decision rules indicating which test is more appropriate for which design.

When the ordered alternative has a linear shape and the distribution is symmetric, the MJT test should be preferred. However, when the ordered alternative has a linear shape and the distribution is skewed to left and average sample size is 5 or 10, it can be stated that the TM test has a more significant power advantage than the others. On the other hand, average sample size is 20, 30, or 50, it can be said that the AT test has a more significant power advantage than the others.

On the other hand, when the ordered alternative has a convex shape, the AT test is recommended for the distributions skewed to left. However, if these distributions are symmetric, the S test is proposed. Besides this, if the distributions are skewed to right and the sample size pattern is equal, then the MJT test is recommended. Further, if the distributions are skewed to right and the sample size pattern is progressive or one extreme, then S test is used.

When the ordered alternative has a concave shape and the sample size pattern is equal, then the S test is used for symmetric distribution. In addition, when the ordered alternative has a concave shape and the sample size pattern is progressive or one extreme, then the KTP test is recommended for symmetric distribution. Moreover, if the distributions are skewed to left and the sample size is 5, TM test is recommended, but in the case of 10, 20, 30, 50 for the sample size, the KTP test is recommended. Finally, if the distributions are skewed to right, the TM test is recommended.
Table 5: The rules based on the simulation results for choice the test. For example, when the ordered alternative has a linear shape and the distribution is symmetric, the MJT test should be preferred.

<table>
<thead>
<tr>
<th>Alternative hypothesis shape</th>
<th>Distribution shape</th>
<th>Sample size pattern</th>
<th>Average sample size</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>symmetric</td>
<td>-</td>
<td>-</td>
<td>MJT</td>
</tr>
<tr>
<td></td>
<td>skewed to left</td>
<td>-</td>
<td>5, 10</td>
<td>TM</td>
</tr>
<tr>
<td></td>
<td>skewed to left</td>
<td>-</td>
<td>20, 30, 50</td>
<td>AT</td>
</tr>
<tr>
<td></td>
<td>skewed to right</td>
<td>-</td>
<td>-</td>
<td>AT</td>
</tr>
<tr>
<td>Convex</td>
<td>symmetric</td>
<td>-</td>
<td>-</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>skewed to left</td>
<td>-</td>
<td>-</td>
<td>AT</td>
</tr>
<tr>
<td></td>
<td>skewed to right</td>
<td>-</td>
<td>-</td>
<td>S</td>
</tr>
<tr>
<td>Concave</td>
<td>symmetric</td>
<td>Equal</td>
<td>-</td>
<td>KTP</td>
</tr>
<tr>
<td></td>
<td>skewed to left</td>
<td>-</td>
<td>5</td>
<td>TM</td>
</tr>
<tr>
<td></td>
<td>skewed to left</td>
<td>-</td>
<td>10, 20, 30, 50</td>
<td>KTP</td>
</tr>
<tr>
<td></td>
<td>skewed to right</td>
<td>-</td>
<td>-</td>
<td>TM</td>
</tr>
</tbody>
</table>

Summary

Tests for ordered alternative are the most frequently used nonparametric methods in a wide range of statistical and medical applications. For example, the evaluation of preclinical studies, clinical dose-finding trials, typical toxicity studies, education studies, agricultural studies and etc. We present the npordtests package to test the equality hypothesis of the locations against ordered alternative. In this paper, we compared the tests included in the npordtests package in terms of Type I error rate and power. With the results of the simulation study, when the data is generated from a symmetric distribution, we propose that the use of the MJT test for ordered alternatives with linear shape and the S test for ordered alternatives with convex shape. On the other hand, when ordered alternative has a concave shape, the S test for equal sample size patterns is suggested, but the KTP test is recommended when sample size patterns are progressive and one extreme. For the data generated from a left skewed distribution, when $k = 3$ and shape of ordered alternative is linear, we recommend that the use of the TM test for small sample sizes such as $n = 5$ and 10, and the AT test for sample size 20, 30, and 50. However, when $k = 4$ and sample sizes are 10, 20, 30, and 50, we propose to prefer the AT test. For this kind of data, we propose the use of the AT test when the ordered alternative has a convex shape. On the other hand, if ordered alternative has a concave shape, we propose that the use of the KTP test for sample sizes such as $n = 10, 20, 30, 50$ and the TM test for small sample size such as $n = 5$. For the data generated from a right skewed distribution, when $k = 4$, we recommend that the use of the AT test for ordered alternative with linear shape. However, when $k = 3$, and the shape of ordered alternative is linear, we propose to choose the AT test for sample sizes $n = 10, 20, 30, 50$ and the TM test for sample size 5. On the other hand, when ordered alternative has a concave shape, the TM test is the most powerful test in all simulation scenarios. Besides these, for this kind of data, it is understood that it is appropriate to prefer the S test for ordered alternative with convex shape.

To test the equality hypothesis of locations parameters against ordered alternatives, the npordtests package covers the prominent nonparametric tests such as Jonckheere-Terpstra test, Beier and Buning’s Adaptive test, Modified Jonckheere-Terpstra test, Terpstra-Magel test, Ferdhiana-Terpstra-Magel test, KTP test, S test and Gaur’s $G_c$ test. According to the authors knowledge, the tests which are present in the npordtests package, except the JT test, are not available in any other R tool. The package will be updated at regular intervals.
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